Masters of Science

in

Computer Science

Syllabi

Course Title:
Systems Engineering

Course Code:
SENG

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:

Learning outcomes:

On completing this module, the students should be able to:

1. demonstrate professional competency in applying object-oriented and component-based software engineering techniques to the development of software;

2. make informed choices on appropriate tools and techniques and demonstrate an understanding of their potential benefits and limitations;

3. describe and discuss current and emerging frameworks for information systems development based on current research and practical experience undertaking a major piece of development work.

Aims & Objectives:

1. To provide a firm understanding of modern practices in software engineering.

2. To study the concepts, methods, and tools for the analysis, design, construction, and measurement of complex software-intensive systems. Emphasize underlying principles.

3. To cover state-of-the-art software engineering and promising research areas, including principles of software engineering, requirements analysis, design, implementation, testing, and project management.

Syllabus Contents (Main topics):

Mathematical models for computer security

Cryptographic primitives

Cryptoanalytic techniques

Operations research

Component-based computing

Formal description techniques

Prototyping and evolution

Software reuse

Software measurement and metrics

Software dependability; software process models

CASE

Security policies

Project management

Document management

Shared data and transactions

Replication

Data mining

Data warehousing

Teaching and Learning Methods:

Lectures and workshops, individual or team coursework.

Assessment Procedure:

Written exam 70%, coursework 30%.

Indicative Sources:

Books:

1. Ghezzi C., M. Jazayeri, and D. Mandrioli, Fundamentals of Software Engineering, 2nd edition, Prentice-Hall, 2003.

2. Booch G, Martin R and Harlow JN, Object-oriented analysis and design with applications, Addison-Wesley, 1999.

3. Kulak D. and Guiney E., Use Cases, Requirements in Context, ACM Press, 2000.

4. Fitzgerald, J. and Gorm Larsen, P., Modelling Systems, Practical Tools and Techniques in Software Development, Cambridge University Press, 1998., ISBN 0521623480

Course Title:
Object-Oriented Software Evolution

Course Code:
OSE

ECTS credits:
5

Course Status:
Core/elective

Prerequisites:
Software Quality

Learning outcomes:

On completing this course the students will be able to

1. analyse in depth the key concepts of developing software products of high quality, within time and budget;

2. follow a specific methodology concerning the way to analyse, design and develop a new software system in an efficient and effective manner.

Aims & Objectives:

To deepen students' knowledge about

1. methods, tools, and procedures for the development and maintenance of large-scale software systems within specified quality, cost and time constraints;

2. life cycle models and their phases;

3. requirements/specification techniques, design principles and software development and integration methodologies;

4. project management, CASE tools, verification and validation of software products.
Syllabus Contents (Main topics):

Component-based computing

Software reuse

Software dependability; software process models

CASE

Project management

Collaboration technology and groupware

HCI Guidelines, Principles and Standards

Interaction Styles, Metaphors and Conceptual Models. User Models

Teaching and Learning Methods:

Lectures and workshops.

Assessment Procedure:

5% workshops, 20% project, 25% midterm, 50% final exam.
Indicative Sources:

Books:

1. Booch G., I. Jacobson, J. Rumbaugh, The Unified Modeling Language User Guide, Addison-Wesley, Object Technology Series, 1998.

2. Jacobson I., G. Booch, J. Rumbaugh, The Unified Software Development Process, Addison-Wesley, Object Technology Series, 1999. 

3. Pressman R., Software Engineering, A Practitioner’s Approach, European Adaptation, 5th Edition, McGraw-Hill, 2000.

4. Royce W., Software Project Management: A Unified Framework, Addison-Wesley, Object Technology Series, 1998.

5. Schach S. R.,  Classical and Object-Oriented Software Engineering with UML and Java, McGraw-Hill, 4th ed., 1999. 

6. Sommerville I., Software Engineering, Addison-Wesley, 6th ed., 2001.

Course Title:
Advanced Databases

Course Code:
ADB

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Software Quality

Learning outcomes:

On completing this course, the students will

1. have a sufficient theoretical grounding in the subject;

2. know how to create, manage and analyse distributed database systems.

Aims & Objectives:

1. Explain the theory behind data mining and data warehousing.

2. Give a basic knowledge of the fundamentals of Distributed Database Systems (DDS).

3. Discuss the latest database standards, architectures and contemporary technologies.
Syllabus Contents (Main topics):

Collaboration technology and groupware

Data parallelism

Distributed processing. Distributed object systems

Shared data and transactions. Replication

Security in computer networks and distributed systems

Distributed databases

Object-oriented databases

Transaction processing and management

Advanced relational database design

Physical database design

Data mining. Data warehousing. Database security

Natural language processing

Multimedia information systems

Digital libraries

Teaching and Learning Methods:

Lectures with slides, multimedia projector. Computer classes deal with design, implementation and security technologies for database systems.

Assessment Procedure:

Written exam.

Indicative Sources:

Books:

1. Cabena, P. et. al., Discovering Data Mining, Prentice Hall PTR, 1998., ISBN: 0137439806

2. Cellary, Gelenbe, Morís, Concurrency Control in Distributed Database Systems, Elsevier Sc. Publ., 1988

3. Fayyad U.M. et. al., Advances in Knowledge Discovery and Data Mining, MIT Press, 1996, ISBN: 0262560976

4. Ozsu M.T., Patrick Valduriez, Principles of Distributed Database Systems, Prentice Hall, 1999

URLs (Web sites):

SQL resources: http://www.sql.org
Course Title:
Legal and Ethical Aspects

Course Code:
LEA

ECTS credits:
5

Course Status:
Core/elective

Prerequisites:

Learning outcomes:

On completion of this course the students should be able to:

1. give articulate understanding of the main ethical theories used in this field;

2. have an overview knowledge of laws governing the social issues invoked by IT and computing industries, including the Human Rights Act, Freedom of Information Act and UN Declaration on Human Rights;

3. identify an ethical issue;

4. verbally express personal ethical principles;

5. appreciate alternative, often conflicting, ethical principles in the global sphere of the Internet;

6. demonstrate critical thinking skills;

7. distinguish between statements of fact and statements of value;

8. demonstrate responsible behaviour of a computer professional directed principles, for example, ethics, law and professionalism;

9. discuss future development and deployment of computing and information technologies and assess the possible ethical, legal and professional issues invoked.

Aims & Objectives:

The aims of this course are:

1. to review Codes of Ethics and Codes of Conduct governing the behaviour of software engineering professionals;
2. to provide the students with the tools enabling them to build software products to appropriate ethical, legal and professional standards;

3. to provide a broad understanding of the impact of information technology on humanity and the environment;
4. to explore the importance of knowing one's belief system and values when confronting issues at the workplace and what it means to take social responsibility.
Syllabus Contents (Main topics):

Evaluation and validation of knowledge management

Knowledge management and social engineering

Intelligent agent technologies

Hierarchical and flow models of organization

Organizational work groups

Organizational span. 

Single user. 

Work group. Team. Enterprise. Global

Software sales, licensing and agency

Contract and privacy law

Ethics and protection of intellectual property rights

CS society and ethics

Teaching and Learning Methods:

40% ex cathedra, 60% hands-on
The lectures will be used to introduce topics and to provide the theoretical framework. These are further developed in workshops by introducing case studies.
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam. Assignments, Debate, Presentations, Attendance and Progress.
Indicative Sources:

Books:

1. Ayres R, The Essence of Professional Issues in Computing, Prentice Hall, (1999).

2. Baase S., A Gift of Fire: Social, Legal and Ethical Issues in Computing, Prentice Hall, (1997).

3. Kallman E. A., Grillo J.P., Ethical Decision Making and Information Technology, McGraw-Hill, (1996).

4. Johnson D., Nissenbaum H.F., Computer Ethics and Social Value, Prentice Hall, (1995).

5. Langford D., Internet Ethics, Macmillan Press Ltd, (2000).

6. Langford D., Business Computer Ethics, Addison-Wesley, (1999).

7. Langford D., Practical Computer Ethics, McGraw-Hill, (1995). 

8. Spinello R, Ethical Aspects of Information Technology, Prentice-Hall, (1995). 

Course Title:
Modelling and Simulation

Course Code:
MSI

ECTS credits:
5

Course Status:
Core/elective

Prerequisites:
Advanced Mathematics

Learning outcomes:

On completing this course, the students will

1. know the main principles, basic methods and specific tools for systems and processes modelling and simulation;

2. be able to design analytic and simulation models of determined or stochastic systems and processes using different tools.

Aims & Objectives:

The aims of this course are:

1. to introduce students to fundamental mathematical concepts and theories used in area of modelling (stochastic and discrete);

2. to present the special features of dynamic system theory;

3. to classify the main methods for modelling and simulation and describe the basic principles of the model design, adequacy, program realization, validation, implementation and results analysis;

4. to compare different simulation languages and build some application models based on discrete and continuous simulation. 

Syllabus Contents (Main topics):

Partial differential equations. Numerical methods. Queuing theory

Fundamentals of dynamic system theory

Fundamental concepts of modelling and simulation

Modelling methods, tools and algorithms

Object-oriented approach to modelling and simulation

Simulation languages

Software tools for modelling and simulation 

Discrete system simulation. Continuous system simulation

Simulation environment. Common applications of modelling and simulation

Special applications of modelling and simulation. Advanced topics in simulation

Teaching and Learning Methods:

Lectures (with slides, multimedia projector) and additional auxiliary text and electronic materials. Workshops (based on manual with instructions) with a tutorial for every laboratory them. Program medium for modelling and simulation.

Assessment Procedure:

Written exam.

Indicative Sources:

Books:

1. Flynn D., O. Diaz, Information Modelling, Prentice Hall, 1996

2. Garrido J., Performance Modeling of Operating Systems Using Object-Oriented Simulation – A Practical Introduction. Kluwer Academic Publ., 2000.

3. Hill D., Object-Oriented Analysis and Simulation Modelling. Addison-Wesley, 1996.

4. Mari J. Fr., R. Schott, Probabilistic and Statistical Methods in Computer Science, Kluwer Academic Publ., 2001.

Course Title:
Knowledge Management Systems

Course Code:
KMS

ECTS credits:
5

Course Status:
Core/elective

Prerequisites:
Systems Engineering, Intelligent Systems

Learning outcomes:

On completing this module the students should be able to:

1. understand the relationship between artificial intelligence and knowledge based systems;

2. design a simple rule based system and implement it using a software tool;

3. comprehend a range of reasonable applications of knowledge based systems;

4. understand alternatives to knowledge based systems in artificial intelligence - in particular the use of reasoning maintenance and constraint satisfaction systems.

Aims & Objectives:

1. To provide a basic introduction to the subfield of artificial intelligence known as knowledge based systems and their applications.

2. To develop understanding of the problem solving technologies within artificial intelligence. 

Syllabus Contents (Main topics):

Formal description techniques

Knowledge-based systems

Artificial intelligence planning systems

Search and constraint satisfaction

Automated reasoning

Computational linguistics

Agents

Teaching and Learning Methods:


Lectures + tutorials + labs + reading

Assessment Procedure:

Coursework 1 - 50%:  A practical design/implementation  

Coursework 2 - 50%:  An analytical essay requiring a literature survey  
Indicative Sources:

Books:

1. Gonzalez A. and D. Dankel, The Engineering of Knowledge-Based Systems, Prentice Hall, 1994.

2. Jackson P., Introduction to Expert Systems, 2nd edition, Addison-Wesley, 1990.

3. Russell S. and Norvig P., Artificial Intelligence: A Modern Approach, Prentice Hall, 1995.

4. Winston P.H., Artificial Intelligence, 3rd edition, Addison-Wesley Publishing Company, 1992.

Course Title:
Intelligent Systems

Course Code:
INS

ECTS credits:
5

Course Status:
Core/elective

Prerequisites:
Systems Engineering, Software Quality

Learning outcomes:

On completing this course the students will have an understanding of the basic problems that state-of-the-art AI addresses, as well as of the techniques used for tackling these problems.

Aims & Objectives:

The aim of this course is to introduce the basic principles and techniques used in the development of computer systems that exhibit some short of “intelligent” behaviour. It provides a basis for more advanced AI courses. Special emphasis is put on algorithmic issues.
Syllabus Contents (Main topics):

Natural language processing

Artificial intelligence planning systems

Search and constraint satisfaction

Neural networks

Genetic algorithms

Game theory

Speech recognition 

Computational linguistics

Agents

Teaching and Learning Methods:

Lectures and workshops.

Assessment Procedure:

40% assignments, 20% midterm, 40% final exam.
Indicative Sources:

Books:

1. Haykin S., Neural Networks, A Comprehensive Foundation, 2nd edition, Prentice Hall, 1999.

2. Russel S. and P. Norvig, Artificial Intelligence: A Modern Approach, Prentice Hall, 1995

Course Title:
Intelligent Agent Technologies

Course Code:
IAT

ECTS credits:
5

Course Status:
Core/elective

Prerequisites:
Knowledge Management Systems, Intelligent Systems

Learning outcomes:

On completing this course the students should be able to:

1. understand the role of architectures, cooperation and coordination in the representation and solution of problems in multi-agent systems;

2. describe multi-agent systems and determine the classes of problems for which a particular system is best suited;

3. critically appraise multi-agent systems within the context of several relevant scientific/engineering paradigms;

4. relate the theoretical representation of multi-agent systems problems to practical systems in current use.

Aims & Objectives:

To allow the students to:

1. gain an understanding of the rapid development of the multi-agent paradigm in both technical and social contexts.

2. develop an appreciation of multi-agent architectures, techniques, and engineering.

3. investigate the application of multi-agent designs to real world problems and systems.
Syllabus Contents (Main topics):

Scientific computing

Component-based computing

Software reuse

Document management

Inter-process communication

Natural language processing

Artificial intelligence planning systems

Agents

Teaching and Learning Methods:


Lectures + tutorials + labs + reading

Assessment Procedure:

Coursework 1 - 50%: Design a multi-agent solution to a distributed problem.  

Coursework 2 - 50%: Critically appraise socio-engineering aspects of multi-agent system use.  

Indicative Sources:

Books:

1. Nilsson N.J., Artificial Intelligence: A New Synthesis, Morgan Kaufmann, 1998., ISBN: 1558604677  

2. Ferber J., Multi-Agent Systems: An Introduction to Distributed Artificial Intelligence, Addison Wesley, 1999, ISBN: 0201360489  

3. Russell S.J., Peter Norvig, Artificial Intelligence: A Modern Approach, Prentice Hall, 1995., ISBN: 0133601242  

4. Klusch M., Intelligent Information Agents, Springer, 1999, ISBN: 3540651128  

Course Title:
Parallel Systems

Course Code:
PSYS

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Systems Engineering, Advanced Databases, Modelling and Simulation
Learning outcomes:

On completing this course the students will know the main principles of parallel data processing, architectural special features of parallel and distributed systems and different techniques and tools for data synchronization, protection, communication and performance investigation and monitoring.

Aims & Objectives:

1. Systemise student’s knowledge about parallel computer systems and different computational structures, such as the architectural special features of parallel and distributed systems.

2. Introduce the basic principles and tools for parallel data processing (parallelism, algorithms, languages and techniques for data synchronization).

3. Present the principles of concurrency and control, such as the basic methods for workload investigation and performance monitoring.

Syllabus Contents (Main topics):

Parallel computer systems

Homogeneous computational structures

Transputers

Architecture for networks and distributed systems

Multiprocessing and alternative architectures

Data parallelism

Parallel algorithms

High-level language constructs for parallel programming

Decomposition techniques

Parallel computing paradigms

Concurrency and control

Load balancing and performance monitoring

Inter-process communication

Remote procedure calls

Naming and protection

Shared data and transactions

Teaching and Learning Methods:

Lectures (with slides, multimedia projector) and additional auxiliary text and electronic materials. Workshops (based on manual with instructions) with a tutorial for every laboratory theme. Software environment for parallel computing.

Assessment Procedure:

Written exam. 

Indicative Sources:

Books:

1. Akl S., Parallel Computations: Models and Methods, Prentice Hall, 1997.

2. Culler D., J. Pal Singh, A. Gupta, Parallel Computer Architectures: A Hardware/Software Approach, Morgan Kaufman, 1998.

3. Leighton T., Introduction to Parallel Algorithms and Architectures: Algorithms and VLSI, Morgan Kaufman, 2003. 

4. Roscoe A. W., The Theory and Practice of Concurrency., Prentice Hall, 1997.

5. Stone H., High-Performance Computer Architectures, N.Y., 1990. 

6. Sweeney P., Parallel Processing: the Transputer and its Applications, Addison-Wesley, 1994.

URLs (Web sites):

www.mkp.com/CA3/
Course Title:
Distributed Systems

Course Code:
DSYS

ECTS credits:
7

Course Status:
Core/elective

Prerequisites:
Systems Engineering, Advanced Databases, Modelling and Simulation, Parallel Systems

Learning outcomes:

On completing this course, the students will be able to:

1. understand the underlying principles of distributed systems;

2. discuss requirements, design decisions, current implementations and open problems in the area of distributed computing;

3. apply the theory of distributed systems to design, build and assess distributed solutions.

Aims & Objectives:

This course is intended to:

1. provide an in-depth, systematic treatment of key concepts and issues in distributed computing.

2. cover a broad range of topics, focusing on the middleware and operating system level (communication and synchronization in a distributed setting, remoting, naming and discovery), shared resources and specific issues in distributed transactions.

3. present approaches for building interoperable, scalable, fault-tolerant and secure distributed solutions.

4. offer a well-balanced combination of fundamental knowledge and hands-on experience using Java, C/C++ or the .NET Framework.

Syllabus Contents (Main topics):

Architecture for networks and distributed systems

Decomposition techniques

Concurrency and control

Distributed algorithms

Distributed processing

Distributed object systems

Distributed operating systems

Client-server model

Inter-process communication

Remote procedure calls

Naming and protection

Replication

Security in computer networks and distributed systems

Distributed databases

Transaction processing and management

Database security

Electronic document management systems

Networked and distributed multimedia systems

Teaching and Learning Methods:

Lectures; Workshops oriented to distributed programming and exploring example systems; Individual or group assignments.

Assessment Procedure:

Based on assignments achievements, quizzes and exams.

Indicative Sources:

Books:

1. Chow R. and T. Johnson, Distributed Operating Systems and Algorithms, Addison-Wesley, 1997.

2. Coulouris G., J. Dollimore and T. Kindberg, Distributed Systems: Concepts and Design, Addison-Wesley, 2001.

3. Garg V., Elements of Distributed Computing, Wiley & Sons, 2002.

4. Robbins K. and S. Robbins. Unix Systems Programming: Communication, Concurrency and Threads. Prentice Hall, 2003.

5. Silberschatz A., G. Cagne and P. Galvin. Operating Systems Concepts with Java, Wiley & Sons, 2002.

6. Tanenbaum A. and M. van Steen. Distributed Systems, Prentice Hall, 2001.

URLs (Web sites):

Java documentation: http://java.sun.com
.NET documentation: http://msdn.microsoft.com/netframework
Object Management Group resources: http://www.omg.org
Course Title:
User Interface and Web Design

Course Code:
UID

ECTS credits:
5

Course Status:
Core/elective

Prerequisites:
Wide Area Networks

Learning outcomes:

On completing this course, the students will

1. have an appreciation of concepts in human-computer interaction; 

2. be able to design user interfaces with a strong focus on the visual aspects of information presentation; 

3. have the ability to analyse real user interface needs for concrete software systems; 

4. have knowledge of the cognitive and perceptual constraints that affect UI design;

5. be familiar with the techniques for evaluating a user interface design; 

6. know about the importance of iterative design in producing usable software;

7. have an understanding of the underlying technology used to prototype and implement user interface code. 

Aims & Objectives:

To provide a basic practical introduction to: Human computer interactions; User-centred design lifecycle; User modelling and task analysis (GOMS analysis, use cases, user models); Principles of GUI design, software and tools for prototyping GUI based interfaces; Iterative prototyping techniques; Input and output devices and interaction styles; Introductory concepts in testing and evaluation of user interfaces; Innovative UI Design: RealThing interfaces, custom widgets, multiple user interface, Multimedia software design; Software technologies relevant to web design and implementation.(programming languages, scripting languages, network programming, client/server computing, security, and multimedia systems design).
Syllabus Contents (Main topics):

Natural language processing

Multimedia information systems

Speech recognition

Guidelines for user interfaces

Central problems in Web design

Interactive systems development

Graphical user interfaces

Interface Managers

Construction Skills

HCI Guidelines

Principles and Standards

Interaction Styles

Metaphors and Conceptual Models

User Models

Teaching and Learning Methods:

Lectures and workshops.

Assessment Procedure:

Grades will be assigned based on semester project and a final exam.

Indicative Sources:

Books:

1. Constantine L.L., Lucy A. D. Lockwood, Software for Use: A Practical Guide to the Models and Methods of Usage Centered Design, Addison-Wesley, April 1999.  

2. Dix A.J. et. al., Human-Computer Interaction, 2nd edition, Prentice Hall, 1998, ISBN: 0132398648. 

3. Lazar J., User-Centered Web Development, Jones and Bartlett Publishers, 2001

4. Schneiderman B., Designing the user interface: Strategies for Effective Human-Computer-Interaction, Addison-Wesley, 1998.

URLs (Web sites):

ACM SIGCHI http://www.acm.org/sigchi/
The HCI Bibliography http://www.hcibib.org/
Course Title:
Multimedia Systems and Technologies

Course Code:
MST

ECTS credits:
5

Course Status:
Core/elective

Prerequisites:
User Interface and Web Design, Software Quality

Learning outcomes:

On completing this course the students will: 

1. understand the fundamentals of multimedia content, including information storage and compression techniques, computer technologies, which support multimedia systems;

2. understand related networking issues, including caching, multicast and Quality of Service;

3. be aware of current developments and future trends, and be able to present these technologies and discuss the potential applications.

Aims & Objectives:

1. To teach the fundamentals of multimedia systems including information management and networking issues.
2. To present the latest research developments in the field in order to understand technology trends and their impact. 
Syllabus Contents (Main topics):

Multimedia information systems

Multimedia applications and content authoring

Multimedia servers and file systems

Networked and distributed multimedia systems

Multimedia systems development

Interactive systems development

Graphical user interfaces

Interface Managers

Construction Skills

HCI Guidelines, Principles and Standards

Interaction Styles

Metaphors and Conceptual Models

User Models

Teaching and Learning Methods:

Lectures and workshops.
Assessment Procedure:

Grades will be assigned based on homework assignments and a semester project. 
Indicative Sources:

Books:

1. Andleigh, Prabhat K. & Thakrar, K., Multimedia Systems Design, Prentice-Hall, 1998.

2. Bhaskaran V. and K. Konstantinides, Image and Video Compression Standards: Algorithms and Architectures, 2nd ed., Kluwer Academic Publishers 1997.

3. England & Finney, Managing Multimedia: Project Management for Web and Convergent Media, Book 1: Peoples and Processes, Managing Multimedia: Project Management for Web and Convergent Media, Book 2 - Technical Issues, Pearson Education, 2002

4. Halsall F., Multimedia Communications, Addison-Wesley, 2001

5. Steinmetz R. & K Nahrstadt, Multimedia Fundamentals, Prentice Hall, 2002

6. Vaughan T. Multimedia Making in Work (4th ed.), Berkley, CA:Osborne McGraw-Hill, 1998.

URLs (Web sites):

http://www.cs.sfu.ca/CourseCentral/365/li/index_prev.html
http://sipi.usc.edu/~mendel/msp/
http://www.brunel.ac.uk/courses/pg/disc/multiinf.html
http://bmrc.berkeley.edu/courseware/cs294/fall99/lectures/
http://www.cs.cornell.edu/Info/Faculty/bsmith/mmsyl.htm
Course Title:
Advanced Mathematics

Course Code:
MA

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:

Learning outcomes:

On completing this course the students will understand the wide area of advanced applicable mathematical concepts that serve technical sciences. 

Aims & Objectives:

1. Give knowledge in many advanced applications of various mathematical models.

2. Provide a basis for mathematical modelling in technical sciences and for using systems such as MATLAB.

Syllabus Contents (Main topics):

Line and surface integrals

Scalar and vector potentials

Orthogonal curvilinear coordinates

Partial differential equations

Recursive relations

Deriving functions

Operation calculus and application

Numerical methods

Queuing theory

Combinatorics

Probability and statistics

Coding and Information theory

Mathematical models for computer security

Teaching and Learning Methods:

40% ex cathedra, 60% hands-on
Assessment Procedure:

Written exam including a number of problems with a different degree of difficulty. The final mark is formed as a weighted average of the marks from the workshops and the exam.
Indicative Sources:

Books:

1. Apostol T.M., Calculus (one variable calculus, with an introduction to linear algebra), John Wiley & Sons, 1967.

2. Apostol T.M., Calculus (multi variable calculus and linear algebra, with applications to differential equations and probability), John Wiley & Sons, 1969.

3. Swokowski E., J. Cole, D. Pence, M. Olinick, Calculus of Several Variable, 1995.

4. Mauch S., Introduction to methods of applied mathematics – advanced mathematical methods for scientists and engineers, 2002. 

5. Grinstead C., J. Snell, Introduction to probability, 1996. 

URLs (Web sites):

Any site responding to the main topics keys words.
Course Title:
Software Quality

Course Code:
SWQ

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:
Systems Engineering

Learning outcomes:

On completing this course the students will: 

1. understand the role and limitations of formal management and quality assurance practices in ensuring software quality;

2. be aware of current and future trends in software management;

3. understand the significance of metrics in software management;

4. be aware of different models for software project planning;

5. understand how to manage risk in software planning.

Aims & Objectives:

1. To develop an understanding of the meaning and importance of quality in relation to software systems.

2. To introduce the processes and techniques which make high-quality systems an achievable goal.

3. To encourage students to explore the associated professional issues and to be aware of current thinking on product liability and safety-critical software.
Syllabus Contents (Main topics):

Probability and statistics

Formal description techniques

Software measurement and metrics

Software dependability; software process models

Project management

Collaboration technology and groupware

User Models

Teaching and Learning Methods:

Lectures and workshops.

Assessment Procedure:

Written exam.

Indicative Sources:

Books:

1. Jarvis, A. and Vern, C., Inroads to Software Quality, Prentice-Hall, 1997.

2. Hall E.M., Managing Risk: Methods for Software Systems Development, Addison Wesley Longman 1998.

3. Pressman R.S., Software Engineering: A Practitioner's Approach, McGraw Hill, 2000.

4. Software Productivity Consortium, The Software Measurement Guidebook, Thompson, 1995.

Course Title:
Wide Area Networks

Course Code:
WAN

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:
Modelling and Simulation, Distributed Systems

Learning outcomes:

On completing this course the students should be able to:

1. compare and contrast the principles of computer Local (LAN), Wide Area Networks (WAN) and Internetworks;

2. analyse the network requirements, including a cost/benefit comparison, for an organization in terms of building a network;

3. demonstrate the practical limitations and functionality of networks;

4. use and explain Internet applications and limitations with regard to networks;

5. design an information system using client-server application methodology.

Aims & Objectives:

1. To equip the student with a comprehensive understanding of the different types of computer networks, their creation, function, cost parameters, architecture and limitations of applicability.

2. To provide an understanding of fundamental data communication concepts. 

3. To cover the principles and practices of wide area and local area networks. 

4. To present current developments in open systems.

Syllabus Contents (Main topics):

Security policies

Client-server model

Naming and protection

Agents

Application protocol suites

Integrated services

Mobile computing

Wired and wireless IP protocol-based technologies

Computer telephony

Enterprise systems: intranets & extranets

Networked and distributed multimedia systems

Teaching and Learning Methods:

Lectures, tutorials, workshops.

Assessment Procedure:

Coursework 30%, final exam 70%.

Indicative Sources:

Books:

1. Currid C.C. and Arch D Currid, Novell’s Introduction to Networking, IDG Books, 1997., ISBN: 0-7645-4525-6

2. Marsden B.W., Communication Network Protocols, 2nd ed., Chartwell-Bratt, 1987.

3. Pie C., What is OSI?, NCC, 1988.

4. Stallings W., Data & Computer Communications, 3rd Ed, Macmillan, 1991.

5. Tannenbaum A., Computer Networks - 4th ed., Pearson Education Inc., Prentice Hall, 2003. 

Course Title:
Computer Vision

Course Code:
CVI

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:
Intelligent Systems

Learning outcomes:

On completing this course the students will have

1. an appreciation of the complexities involved with the acquisition, modelling and visualisation of real-world data;

2. an understanding of the general principles involved with deriving information from signals/images, curve and surface fitting, rendering and other specific techniques for creating and interacting with realistic visualisations;

3. an in-sight into Virtual Reality and its current applications.

Aims & Objectives:

1. To study the techniques used to acquire, model and create realistic three-dimensional visualisations of these real-world data. 

2. To prepare students for both employment and research in this area. 

Syllabus Contents (Main topics):

Graphical user interfaces

Computer vision

Theoretical problems of image synthesis and analysis

Digital media/hypermedia

3D modelling

3D rendering

3D animation

Virtual reality

Graphic communication

Teaching and Learning Methods:

Lectures and workshops.

In order to support the lecture material, the course will give students practical experience with a standard graphics programming environment, like OpenGL.

Assessment Procedure:

Coursework (a practical design / implementation): 40% , Final exam: 60%  
Indicative Sources:

Books:

1. Angel E., Interactive Computer Graphics, Addison-Wesley, 1997., ISBN 0201855712

2. Foley J., A. van Dam, S. Feiner, J. Hughes, Computer Graphics: Principles and Practice 2nd edition, Addison-Wesley, 1996. 

3. Foley J. et. al., Introduction to Computer Graphics, Addison-Wesley, 1994., ISBN 0201609215

4. Hearn D., and Baker M.P., Computer Graphics, 2nd edition, Prentice-Hall, 1994., ISBN 013159690x

5. Watt A., 3D Computer Graphics, 2nd edition, Reading, Mass. Addison-Wesley, 1993.

Course Title:
Advanced Internet Technologies

Course Code:
AIT

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:
Modelling and Simulation, Distributed Systems, User Interface and Web Design

Learning outcomes:

On completing this course, the students should be able to:

1. identify strengths and weaknesses of traditional and advanced Internet-scale solutions;

2. analyze requirements; select, design and implement a relevant Web solution;

3. compare and assess alternative solutions with respect to performance and scalability;

4. identify security risks and implement relevant solutions.

Aims & Objectives:

This course, building directly upon Internet Technologies and Internet Programming from the Bachelor's degree, is intended to:

1. Focus on selected advanced topics in developing Internet applications and services, like using XML as a universal data format, building dynamic, data-driven Web products, advanced server-side programming.

2. Expose the general, platform- and vendor-independent fundamentals and thus facilitate students to understand and adapt to emerging technologies.

3. Cover important network security tools and applications.

4. Provide hands-on experience; the course could concentrate on one popular framework (Java, PHP or ASP.NET/ADO.NET) or a combination of these.
Syllabus Contents (Main topics):

Security policies

Collaboration technology and groupware

Client-server model

Remote procedure calls

Electronic document management systems

Markup languages - XML

The Web as an example of client-server computing

Advanced server-side technologies

Guidelines for user interfaces

Interactive systems development

User Models

Digital media/hypermedia

Teaching and Learning Methods:

Lectures, workshops, individual or group assignments.
Assessment Procedure:

Based on assignment achievements, quizzes and exams.
Indicative Sources:

Books:

1. Deitel, Deitel and Santry, Advanced Java 2 Platform How To Program, Prentice Hall, 2002.

2. Deitel, Deitel, Nieto, Lin and Sadhu, XML How To Program, Prentice Hall, 2001.

3. Hall M., L. Brown, Core Web Programming. Prentice Hall, 2001.

4. Udell J., Practical Internet Groupware, O'Reilly and Associates, 1999.

URLs (Web sites):

Java documentation: http://java.sun.com
.NET documentation: http://msdn.microsoft.com/netframework
PHP documentation: http://www.php.net
http://www.isoc.org/zakon?Internet/History?hit.html
Course Title:
Advanced Image Synthesis and Analysis
Course Code:
AISA

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:
Modelling and Simulation, Advanced Mathematics

Learning outcomes:

On completing this course the students should be able to:

1. understand advanced methods of the image synthesis and analysis.

2. evaluate and decide which particular method is optimal for the solution of the given task dealing with image synthesis and analysis. 

3. design, implement, test and evaluate simple programming systems based on the particular advanced principles and algorithms used in image synthesis and analysis.

Aims & Objectives:

To introduce students to the fundamental concepts and techniques of the selected advanced topics of image synthesis. The focus is dependent on the particular research goals of the department. 
Syllabus Contents (Main topics):

Probability and statistics

Coding and Information theory

Networked and distributed multimedia systems

Theoretical problems of image synthesis and analysis

3D modelling

3D rendering

3D animation

Virtual reality

Graphic communication

Teaching and Learning Methods:

30 % lectures, 20 % consultations 50% work on individual projects.

Assessment Procedure:

Midterm test and working progress on individual projects 33%, final written test including theoretical issues 33%, final individual project evaluation 33% 

Indicative Sources:

Books:

1. Burger P., Duncan Gillies, Interactive Computer Graphics. Addison – Wesley Publishing Company. 1989.

2. Cohen, E., Riesenfeld.F., Elber, G., Geometric Modeling with Splines. A.K. Peters, Ltd.

3. Encarnacao, J., Strasser, W., Klein, R., Graphische Daten-verarbeitung, R. Oldenbourg Verlag Muenchen, Wien 1996.

4. Farin, G.: NURBS: from Projective Geometry to Practical Use.
5. Foley,Van Dam, Fundamentals of Interactive Computer Graphics. Addison Wesley Publ.Co. 1984 (newer editions were published)

6. Francis S. Hill, Jr.: Computer Graphics Using Open GL, Prentice Hall

7. Gooch, B., Gooch, A.: Non-Photorealistic rendering. A.K. Peters, Ltd.

8. Watt A., Fabio Policarpo, Computer Image

Journals: 

1. Journal of Graphic Tools

2. ACM Transactions on Graphics

3. IEEE Computer Graphics and Applications

4. IEEE Transaction on Image Processing

5. IEEE Transaction on Visualization and Computer Graphics

Conference Proceedings:

SIGGRAPH, EUROGRAPHICS, CGI, SCCG, WCCG

Course Title:
Artificial Neural Systems

Course Code:
ANS

ECTS credits:
5

Course Status:
Core/elective
Prerequisites:
Intelligent Systems

Learning outcomes:

On completing this course the students will be able to use neural networks as tools for solving many types of problems. These problems may be characterized as mapping (including pattern association and pattern classification), clustering, and constrained optimisation. There are several neural networks available for each type of problem. In order to use these tools effectively it is important to understand the characteristics (strengths and limitations) of each. 

Aims & Objectives:

1. Theoretical and practical training in the analysis, design and implementation of neural network based systems.
2. Comparison to other learning systems, like statistical, machine learning and genetics based.
Syllabus Contents (Main topics):

Artificial intelligence planning systems

Neural networks

Genetic algorithms

Game theory

Computational linguistics

Agents
Teaching and Learning Methods:

50% lectures, 50% seminars and workshops.
Assessment Procedure:

20% seminars and workshops, 15% project, 15% midterm, 50% final exam.
Indicative Sources:

Books:

1. Beale, R., Jackson, T., Neural Computing: An Introduction, J W Arrowsmith Ltd, Bristol, Great Britain 1992.
2. Fausett, L. V., Fundamentals of Neural Networks, Prentice-Hall, Inc., Englewood Cliffs, New Jersey 1994.
3. Haykin S., Neural Networks, A Comprehensive Foundation, 2nd edition, Prentice Hall, 1999.

4. Herz, J., Krogh, A., Palmer, R. G., Introduction to the Theory of Neural Computation, Addison Wesley Publishing Company, Redwood City 1991.
