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Abstract: Adaptation of web pages to needs of a specific user is today’s trend of web technologies. The web 
adaptation and personalization problem, thus modification of web documents in sense of respecting needs 
and possibilities of a concrete user, could be solved by constructing and maintaining of a user predictive 
model, which provides predictions of the next user’s step in his communication with the Web. In this paper 
we discuss current approaches used in this area of the research. 
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INTRODUCTION 
Prediction of user’s consecutive steps in his/her communication with the Web poses a 

big challenge for researchers in the web engineering area. If we are able to estimate next 
user’s request with sufficient accuracy, based on this information we could modify 
behaviour of a web systems to accommodate user’s needs and meet his expectations. 
Other motivation of researchers is growing concern of a web performance. Intelligent web 
caching can reduce response time, network bandwidth consumption and web latency. 
Further, response time reduction by loading the user’s request before the actual access 
can be provided by web prefetching. Large area for predictive models usage is adaptive 
web. Adaptation of web-user interface to suit user needs, as well as web personalization 
can assist users to navigate and search web sites more effectively [1]. 

The Web can be seen as a structure containing information about hyperlinks, Web 
usage information, and Web contents in itself. Web site usage data, which contain records 
of how user has visited a Web site, can be used to identify collective user behavior in 
using the Web site, and use it as a base information for its predictive model. 

Major sources of Web usage data on Web sites are web log files. A Web log file is a 
collection of records of user requests of documents on a Web server. Typical web log 
record contains following fields: IP address of the computer from which the request was 
made, User ID (Identification), date and time stamp of the request, URL of the requested 
document, status indicating whether the request was successful, document size, referring 
URL, and name and version of the browser and operating system being used for making 
the request. However, due to the influence of caching on the user side and proxy server, 
not all the requests are recorded in Web log files [3].  

Web usage mining consists of web log preprocessing, request pattern discovery and 
pattern analysis. Data preprocessing as the first step of this process is time-consuming 
phase, requiring combining and cleaning logs, identificate and differentiating users and 
web robots/crawlers, group requests by sessions and more. There are several approaches 
to build predictive models from web usage data.  

WEB MINING APPROACH 
Web mining approach applies machine learning and data mining techniques to the 

Web for useful knowledge about the Web and its users. Web mining is typically concerned 
with characterizing the user, finding common attributes of classes of users, and predicting 
future actions without the concern for interactivity or immediate benefit. 

Web mining approach uses traditional methods of machine learning, i.e. k-nearest 
neighbor model or naive Bayes classifier model [5] (Bayesian learning method, where 
attribute values are assumed to be conditionally independent) to predict next link. Other 
effective machine learning method are artificial neural networks, trained by incrementally 
adjusting the weights connecting the neurons to correctly categorize the training set. 
Widely the backpropagation algorithm is used.  
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Often used data mining method are Decision trees. Built on algorithms such as ID3, 
ASSISTANT or C4.5 [10] generate a set of if-then-else rules. These algorithms recursively 
construct a tree using a greedy algorithm by finding the next attribute that maximizes the 
separation of categories at each node. 

Another class of machine learning algorithms are Genetic algorithms. There 
evolution-based algorihtms encode each rule set as a bit string and uses genetic search 
operators to explore this hypothesis space. It operates by iteratively updating a pool of 
rules, called population. On each generation, only some of rules are selected according to 
their fitness and are carried forward into the next generation population intact [3]. 

DYNAMICAL MODEL APPROACH 
Dynamical prediction models are different from what data mining approaches do with 

Web logs. Predictive models based on Markov chains ([2], [4]) and n-grams are able to 
dynamically predict the next actions that the user will take. The n-gram models predict 
which URL will be requested next; the Markov models compute a probability of next 
request. The disadvantage of both n-gram and Markov method is that they cannot predict 
access to previously unvisited pages. 

An n-gram is a sequence of n web requests, and the n-gram models learns how often 
each sequence of n requests was made in the training data. If an n-gram matches the 
suffix of the user’s recent browsing trail, it is used to predict a future request. 
A disadvantage of the n-gram approach is that it requires large amount of training data and 
it just request next without estimating the probability of that next request [3]. 

The navigation process of a user on a Web site can be modeled as a Markov chain, 
i.e., the pages that the user is likely to request in the future are determined by the pages 
already requested by the user. Web pages can be treated as states, and hyperlinks 
between Web pages as transitions between the states in a Markov chain model [2]. 
Information about Web usage contained in a Web link structure can be used to infer the 
transition probabilities between these states. The Markov chain model can be used to 
predict the Web pages that a user is likely to visit given a sequence of Web pages already 
visited by the user. To predict the n-th step in the future, we need to compute the n-th 
power of the transition matrix [1], which can be computationally expensive given the large 
number of pages on a Web site [4]. This problem is solved by several algorithms: 
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Figure 1. General architecture of web system with web access prediction 
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• Transition matrix compression algorithm reduces the size of the state space of the 
Markov chain model by aggregating most similar transition behaviors into one state, 
while retaining the accuracy of prediction. The compressed transition matrix does not 
result in a significant increase of errors when being raised to a higher power [7]. 

• Hybrid-order tree-like Markov model is intelligently merging tree-like structure that 
aggregates the access sequences by pattern matching and a hybrid-order method 
that combines varying-order Markov model, can predict Web access precisely, 
providing high coverage and good scalability [11]. 

• Another possible way to improve predictive model performance is web page 
clustering. Algorithm PageGather creates a co-occurrence matrix of all pairs of pages 
visited and finds clusters of pages that is frequently viewed in the same session. Top 
n pages are recommended, that are most likely to co-occur with the visitor’s current 
session [6]. Clustering by Web page contents used a vector to represent the contents 
of a Web page as a set of weighted terms [8]. The content similarity of two Web 
pages is defined as a distance-based measure between the two vectors representing 
the two pages respectively. A Web page is initially treated as a singleton cluster and 
used as an input to an agglomerative hierarchical clustering algorithm, in which 
clusters are combined sequentially based on the similarity measure between them. 

• The agglomerative hierarchical clustering and k-means algorithms have been used in 
the Scatter/Gather system [9] to cluster documents on the basis of their contents for 
browsing large information spaces. Scatter/Gather presents summaries of clusters to 
users, who can then select some of these clusters for re-clustering the documents in 
them. New clusters become smaller and their contents are revealed in more detail. 
Important role in clustering web pages have web metrics, used to „measure“ web 
pages content similarity and their properties in web hypertext structure (graph-based 
metrics) [12]. 

CONCLUSIONS AND FUTURE WORK 
Promising approach among techniques for web access prediction are Markov chains, 

widely used to model user navigation on the Web. Difficulties concerning their usage arise 
in web structures with large number of heterogeneous pages. Current research goal is to 
find methods how to increase their prediction accuracy and usability for large web sites. 
Research of technologies stated above should result in model design, able to predict and 
offer the most relevant web documents from desired information area to web users. We 
address especially Markov models and their design enhanced by semantic web page 
clustering, focusing on web access prediction in large-structure web sites.  
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