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Abstract: Aiming at a qualitatively new model of processing information in a heterogeneous 
environment such as the current and the future Web, it is desirable to focus among others on investigating 
new ways of working with information and knowledge in a heterogeneous environment, especially with 
imperfect and vague information from perhaps dubious sources. They should include acquiring information 
and knowledge, organising information and knowledge, including categorisation based on ontologies, 
presenting information and knowledge in a way appropriate for a human, verifying, measuring and 
determining quality of information and knowledge (relevancy and trustworthiness in particular), designing 
models, methods and techniques needed for an efficient processing of information and knowledge in an 
environment of heterogeneous sources. Research such as the outlined one should involve verification of 
results by means of extensive experimentation with one or several pilot applications in selected domains of 
application.  
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INTRODUCTION 
Amount of accessible information and knowledge grows at an unprecedented pace. 

Its extent, quality and accessibility changes also due to the world-wide use of the Internet. 
The Internet and its services (e.g. World Wide Web or electronic mail) can be used as a 
very appropriate environment for the research of new ways of knowledge acquisition from 
the heterogeneous sources, organizing, validation, evaluation and maintenance of actual 
knowledge. Knowledge originates in information, which in turn is just data interpreted in a 
certain context. Internet forms a distributed environment for the heterogeneous sources of 
information. The distribution of information is important from the point of view of 
information accessibility, while heterogeneity is the key feature of the documents 
represented and presented on the Internet. 

When looking for a certain information we are often overwhelmed by a huge amount 
of data of various kind and quality. For instance, in the case of e-mail, an effective filtering 
of messages would be very helpful. In this sense issue of reliability of the information 
sources becomes very important. Many search tools provide too extensive and irrelevant 
answers to user queries. On the other side, these tools are not able to provide information 
which is on the Internet, but is represented in a form that is difficult to process. In principle, 
search tools and services can be divided into two groups: not specialised - their main 
concern is to search, index and organise potentially all the sources found on the Internet. 
Specialised tools and services focus on a certain area of interest and present such 
information. The next step in the development of the search tools are so-called meta-
search tools and services which integrate the results of more basic search tools. Examples 
of such systems are Meta Crawler, DogPile or ProFusion.  

Some of the search tools seek to present information according to the needs of 
certain users. They allow the user to adapt some features of the presented information 
creating in this way an adaptable presentation. When using more sophisticated way of 
adapting to the user’s needs, an adaptive presentation can be created [4], [5]. This means 
that the relevant information is presented according to the user model. The user model 
represents knowledge about the user, his preferences, and characteristics. It can also 
include the usage data, i.e. data about the user’s navigation in the hyperspace. 

Next layer to be added could be a learning module and a module of automatic 
acquisition of the knowledge about the user – i.e. his preferences, including their 
modelling. 
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Besides the awareness of the user model it also important to be aware of the main 
features of an environment, in which the user works [3], [7]. The knowledge about the 
environment is represented in a context model. Results of the search process can be 
influenced for instance by the type of the end device (PC, PDA or mobile phone). Also 
“social” aspects of the environment could play an important role (whether the user is 
communicating with someone else, the time of presenting information, etc.) 

To achieve the main goal – i.e. to provide up-to-date information, another important 
ability to be researched is the ability to learn behaviour of information sources and monitor 
them accordingly, allowing for an efficient retrieval of most up-to-date information [14], 
[13].  

Further improvement of the search process could be achieved by specifying the 
queries more precisely (for instance by removing key words in Alta Vista), by improving of 
indexing, by resorting the found sources, by collaborative filtering enriched with content-
based analysis or by taking into account not only the content of the information sources 
but also interconnection of them (using HITS or PageRank algorithm) [10], [18], [19], [20]. 
Another approach to information acquisition is the navigation support in the Web 
hyperspace (for instance marking recommended references in the presented documents in 
the system Personal WebWatcher), which can be further improved by support of its 
modelling [8]. A further improvement could be expected if the query would be augmented 
by words from external vocabulary (thesaurus, semantic network, dictionary of synonyms) 
[17]. 

One interesting way of knowledge acquisition is visualization of relations among data 
by linear or nonlinear projection of three-dimensional graphs representing data. Such a 
visualisation can also lead to a discovery of data patterns. 

One problem of the methods used nowadays in the information processing is the fact 
that references to billions of on-line documents are not effective enough to navigate to 
relevant information. Usually too many documents are found and it is very difficult to find 
the right ones. The search tools support searching the given words in the content, i.e. they 
facilitate finding documents which contain these words or phrases. But often the situation 
is more complicated: one looks for the information about “something”, but the relevant 
documents need not always contain the given word. Therefore the goal is to “rebuild” 
Internet and the Web to the network of information that could be processed by machines, 
as opposed to the present state where information is understandable only by people. The 
Web is developing from a weakly structured network towards a more structured network 
enriched by data that help reading or inferring meaning (semantics). 
  

TOWARDS THE SEMANTIC WEB  
Transforming the Web towards the semantic Web encompasses a gradual 

transformation of representation of the existing documents to a representation which 
enriches the presented information by semantic concepts that can be utilised in its 
automated processing [6]. Currently, the basis are mark-up languages, which have been 
instrumental in the extensive development of the present Web. XML defines simple but 
strictly imposed syntactic rules. It forms a syntactic basis for defining mark-up languages 
for expressing various kinds of documents. Moreover, there are methods and tools 
available allowing to include metadata and document validation, making use of the XML 
Schema. However, XML is not a language to express meaning of the structured data being 
represented. This is where the RDF (Resource Description Framework) comes in. It allows 
defining (semantic) relationships between objects on the Web. Objects are identified by 
URI. Relationships are denoted by concepts defined in some ontology (a dictionary of 
concepts). Mutual “understandability” of attributes and their values is secured by creating 
and reusing of definitions of concepts in ontologies in languages such as OWL.  
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Acquiring, organizing and maintaining knowledge from the Web can be implemented 
in a distributed way by heterogeneous autonomous agents [1], [16]. Agents equipped with 
knowledge are able to search databases but also the Internet. Some of the open problems 
relate to models of collaboration in a heterogeneous environment such as the Internet.  

Software systems in general – and particularly those in the domain of hypermedia – 
are developed still mostly without some organised reuse. Instead of an ad hoc reuse, we 
advocate for a development for reuse, which is a basis of domain-oriented approaches to 
software development [21], [22].  
 

METHODS AND TOOLS 
Aiming at a qualitatively new model of processing information in a heterogeneous 

environment such as the current and the future Web, it is desirable to focus among others 
on investigating new ways of working with information and knowledge in a heterogeneous 
environment such as the Web, especially with imperfect and vague information from 
perhaps dubious sources: 

• acquiring information and knowledge, 
• organising information and knowledge, including categorisation based on 

ontologies, 
• presenting information and knowledge in a way appropriate for a human, 
• verifying, measuring and determining quality of information and knowledge 

(relevancy and trustworthiness in particular), 
• designing models, methods and techniques needed for an efficient processing of 

information and knowledge in an environment of heterogeneous sources. 
Research such as the outlined one should involve verification of results by means of 

extensive experimentation with one or several pilot applications in selected domains of 
application.  

In the first phase, inevitably the research should focus on investigating models of a 
heterogeneous environment. Basis is the structure of the net (nodes and links between 
them), which allows to make use of the results of research in the area of models of 
hypermedia systems (Dexter model, enriched with adaptive features in the Munich model, 
and others) [3]. When modelling hyperspace of the heterogeneous environment, it is 
desirable to consider also a time dimension, i.e. existence of versions of particular sources 
of information, and also a variant dimension, i.e. alternative contents [2]. Such a model can 
then serve for navigation in the hyperspace. As an example of variants, which is potentially 
relevant for many Web sources, are language versions of the contents of the information 
sources.  

The model should include also data about information and knowledge incorporated in 
the hyperspace of the heterogeneous space. In particular, research should focus on using 
metadata that express semantics of the contents. Initial point are the standards as defined 
by the W3C, enriching the Web with semantics. These standards allow defining ontologies, 
which form a shared terminology within a description of contents of the information 
sources. Ontologies in turn define meaning of the contents by means of dictionaries of 
concepts and mechanisms of inference over them. Inference opens door for a better 
utilisation of the contents by software tools. Research should seek methods of ontology 
design and finding relations between similar ontologies. Software tools should be devised 
that would effectively use the metadata when processing the contents of the information 
sources.  

Once we have a model of a domain expressed using an ontology, it is possible to 
devise searching and reasoning mechanisms that would produce knowledge to the end 
user that was altogether not obvious to yield. Involving ontology in searching allows sorting 

- IIIB.7-3 -



International Conference on Computer Systems and Technologies - CompSysTech’ 2005 
 
 

 
-               - 

 

data not only according to key words (as most of the search machines do), but allows also 
sorting according to inferred properties and found connections. 

Acquiring knowledge from ontological models can be defined in a very specialised 
way [9]. There are, however, also some common techniques for finding relations between 
information chunks, which are based on finding a similar case (Case Based Reasoning) or 
finding a statistically similar case (Rule Based Reasoning). 

As far as formal models of description of semantics are concerned, various systems 
of working with an imprecise information (logical and probabilistic ones) and relations 
between them should be investigated [15]. 

At the heart of any method or tool, there are methods and techniques for searching 
information. A user query usually contains only a few terms, which only insufficiently reflect 
the intended meaning of the query. We see a possibility of improvement in enriching 
queries by using external dictionaries. To maintain (or improve) precision, the enriching 
terms should be restricted to the domain of query.  

Currently, most of the indexed pages are still plain HTML pages. However, they 
constitute only a fraction of information actually available on the Web, since most part is 
hidden in databases of information sources that are exported into HTML but cannot be 
easily indexed (and thus searched). Also, it is desirable to investigate a distributed 
searching within several independent sources. 

One of the possible ways of acquiring information and knowledge is by visualisation 
of relations between data. It can have a form of linear or non-linear projections of three 
dimensional graphs that represent data with a monographic or stereographic mapping 
using systems such as Web3D or an embedded virtual reality. 

Retrieved information should be integrated, organised and sorted so that its 
presentation is simpler. Here, methods of categorisation and clustering will be helpful [11]. 
In particular, methods of mathematical statistics, neural networks, evolution algorithms and 
probabilistic models should be investigated.  

We see as an important dimension of any research in this area investigating 
possibilities of adaptation in reference to all the basic activities, i.e. to knowledge 
acquiring, organising and also presenting to the user. Crucial is adaptive presentation of 
information and adaptive navigation in the hyperspace. The goal is to devise methods and 
tools that would allow presenting to the users personalised information, i.e. such that is 
relevant to the user and also presented in a way that suits best to each particular user. 
This may require creating a suitable structure for representation of knowledge on the user 
(her or his characteristics, preferences, level of knowledge) – a user model. When 
adopting a presentation, options of taking into account a context of the presentation (e.g. 
location where the user is, and the device she is using). 

User models are to be used in automated recommending of actual and relevant 
information. One of the approaches is recommending information according to the textual 
contents of the information. Here, employing ontologies and semantic analysis of words 
seems to be essential. Alternatively, recommending information can be accomplished by 
collaborative filtering, where preferences of people who are more or less regular 
consumers of information are used to determine recommendations to users with similar 
interests. Besides simpler heuristic methods, there are more sophisticated methods based 
on probabilistic models of preferences.  
 

CONCLUSIONS AND FUTURE WORK 
Results of any research should be justified at least in some context. We work on two 

pilot applications which are proposed so that they will allow testing extensively methods 
and tools for acquiring information. We believe to devise ways and tools for acquiring, 
organising and maintaining information and knowledge as well as presenting it so that it is 
suitable both for the human user and automatic processing. As a result, services will be 
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provided by Internet which will offer to user a better quality of information and knowledge 
(flexibility, trustworthiness, relevance etc.).  

First pilot application we work on is in the domain of labour market. The intention is to 
provide information and knowledge on job offers. It is a typically heterogeneous problem in 
several dimensions. The sources themselves, containing job offers, can be very different – 
from multinational concerns to small local enterprises. Way of job offer presentation will 
also be different, although some common features in their structure and contents could be 
discovered. Language of presentation can also be different – just in the European Union, 
we have more than a dozen of official languages, not to speak of others. Various 
professional groups can have their specific concepts used in formulating job offers. 
Regional variations are also possible. Within all such cobweb of manifold heterogeneity it 
is necessary to retrieve and present to the user information which presents the most 
precise recommendations reflecting her or his needs or preferences. The provided 
information must be up to date. Our tools should contribute to a better access to 
information that would eventually help the user find a job she or he seeks.  

Similar applications can be specified in other domains such as 
• continuously updated electronic newspaper, 
• active and passive tourism opportunities, 
• selling, buying and renting immobility, 
• study materials on some topic,  
• latest results of research and development in some area. 
Our tools should be generic enough to allow developing these and similar 

applications. 
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